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Gaze understanding—a suggested precursor for understanding others’ intentions—re-
quires recovery of gaze direction from the observed person's head and eye position.
This challenging computation is naturally acquired at infancy without explicit external
guidance, but can it be learned later if vision is extremely poor throughout early child-
hood? We addressed this question by studying gaze following in Ethiopian patients
with early bilateral congenital cataracts diagnosed and treated by us only at late child-
hood. This sight restoration provided a unique opportunity to directly address basic
issues on the roles of “nature” and “nurture” in development, as it caused a selective
perturbation to the natural process, eliminating some gaze-direction cues while leaving
others still available. Following surgery, the patients’ visual acuity typically improved
substantially, allowing discrimination of pupil position in the eye. Yet, the patients
failed to show eye gaze-following effects and fixated less than controls on the eyes—two
spontaneous behaviors typically seen in controls. Our model for unsupervised learning
of gaze direction explains how head-based gaze following can develop under severe
image blur, resembling preoperative conditions. It also suggests why, despite acquiring
sufficient resolution to extract eye position, automatic eye gaze following is not estab-
lished after surgery due to lack of detailed early visual experience. We suggest that visual
skills acquired in infancy in an unsupervised manner will be difficult or impossible to
acquire when internal guidance is no longer available, even when sufficient image reso-
lution for the task is restored. This creates fundamental barriers to spontaneous vision
recovery following prolonged deprivation in early age.

joint attention j gaze j blind j cataract j vision

The direction of gaze of others is often an excellent cue for their immediate intentions
and goals (1). Our ability to shift our gaze to the object of interest of another person
develops in infancy and has been suggested as one of the first steps toward developing
joint attention and a “theory of mind” (2). By 12 mo, infants follow another person’s
head direction more often when the person’s eyes are open than when they are closed,
indicating that they understand when others are “visually connected” to the external
world (3). Gaze following reflects an understanding of the other person’s point of view
as well as the availability and likelihood of his future actions. Typically, our gaze direc-
tion is aligned with our focus of visual attention, and one’s eye position is a better
predictor of the object of interest and future actions than head or body orientation.
Moreover, changes in eye position (e.g., focusing on an object) typically lead to head
and body turns (4) and often enable reliable prediction of future hand actions toward
a target object. It is no surprise, therefore, that adult humans follow eye gaze more
reliably than head direction (5).
Gaze following is not limited to humans; macaque monkeys also respond faster to

targets appearing in the direction of an actor’s gaze (6). Gaze following is also not
strictly reflexive, even in monkeys. It entails a deep understanding of social situations.
For example, social status (e.g., dominance) affects gaze following in monkeys (7).
Macaques, similar to humans, can also covertly attend to peripheral targets, allowing
them to conceal their intent. Likewise, chimpanzees seem to know what conspecifics
can and cannot see given their viewing perspective and use this knowledge to devise
effective strategies in naturally occurring food competition situations (8).
From a computational standpoint, the early acquisition of gaze following is surpris-

ing, since the task is very difficult. Gaze following requires noticing fine details in the
observed individual (i.e., the exact head orientation and eye position) and relating these
to a direction in space, toward which that individual is gazing. Computationally, the
natural development of understanding gaze direction is remarkable considering that
this task (like most other visual tasks) is learned in an unsupervised manner, without
explicit external guidance. Current computational models of vision rely on massive
explicit supervision (9–11). Without it, learning is very limited (12). In particular,
understanding gaze direction was noted as a difficult task without explicit supervision
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(13–16). However, recently, Ullman et al. (17) showed that a
series of unsupervised computational learning steps can lead to
the understanding of gaze direction as well as hand recognition,
mimicking normal visual development in human infants. Hand
recognition is another extremely difficult computational task,
which is quickly mastered by infants. Within 6 to 10 mo,
infants expect hands to make contact with objects (18) and to
cause them to move (19). At about the same time, infants often
shift their gaze from faces to hands engaged in object manipula-
tion (20, 21). Ullman et al. (17) suggested that these steps are
exactly the necessary elements for hand recognition in early
visual learning. The model utilized an internal teaching signal,
called a “mover” event. A mover event is evoked when a mov-
ing element (most often a hand) comes into contact with a sta-
tionary object and causes it to move. This common and easily
detectable event (e.g., seeing people manipulating objects) is
repeatedly experienced by all infants. Crucially, it has proven to
be a reliable indicator of a hand making contact with an object,
thereby facilitating hand recognition by the model. The model
also explains how infants learn to recognize and follow the
direction of gaze of others. It utilizes the fact that people typi-
cally gaze directly at the object they manipulate, particularly
just before and during initial object contact. The model detects
hand–object contact (i.e., mover events) and extracts the corre-
sponding face images at that time. This information allows the
model to learn to associate the face appearance in the image,
including head orientation and pupil position, with a specific
vector direction from the head to the object of contact. This
association leads to a fast and reliable understanding of the
direction of gaze of others (17).
Humans are masters in predicting others’ intentions from

fine visual signals, but this level of sophistication develops
slowly over time. Obviously, the viewer must have sufficient
resolution to correctly register the head orientation and the
eyes’ position in their orbits to obtain head and eye gaze under-
standing, respectively. A coarse ability to distinguish between
direct and averted gaze is present already in newborns (22),
probably because direct gaze is associated with parental contact
and safety, but fine-grained assessment of direct gaze reaches
maturation only many years later (23). Gaze following and gaze
understanding are primarily relevant to social interactions and
require prolonged learning after attaining sufficient visual acu-
ity. At 1 mo of age, normally developing infants can detect
grating patterns of ∼1 to 2 cycles per degree (cpd), enough to
tell head orientation but not eye position from 1 m. Still, they
do not follow the head direction of others until 3 to 6 mo of
age, when their visual acuity is ∼4 to 8 cpd (24–26). Interest-
ingly, at 1 to 2 mo, babies change their eye-scanning pattern
from the viewed face perimeter to its internal features [e.g., the
eyes (27)]. Focusing on and attending the eyes is required for
establishing eye gaze–following behavior. If the actor’s eyes are
in motion (e.g., refocusing on a new object), attention is spon-
taneously captured by motion, and eye gaze following occurs
already at 2 to 4 mo (25). At 3 to 6 mo, infants gain sufficient
visual acuity to tell another person’s eye position from ∼1 m,
but when the actor’s eyes are static, eye gaze following emerges
only at 1 y when visual acuity is well above 10 cpd. Thus, being
able to detect the relevant cue does not entail its immediate use
for gaze following. Further visual experience is required to asso-
ciate gaze direction with the target of gaze and acquire predic-
tive and social behavior accordingly.
However, what if a growing child had extremely poor visual

acuity in the early period, when gaze direction is normally
attained? Would improvement in visual acuity following

cataract surgery (21) (allowing for eye position extraction) be
sufficient for recapitulating the normal developmental process,
even at late childhood (28)?

We had a chance to study this issue in an exceptional group of
children that suffered from dense bilateral cataract since early
infancy, which were found and surgically treated by our team
only years later. We studied their gaze following by assessing the
cueing effect in a gaze-cueing task (29), a task that produces auto-
matic orienting of attention in response to an actor’s averted gaze
direction. We found that, following cataract surgery, our late-
treated participants were able to orient attention to the object of
observed gaze when the cue was provided by head orientation,
but they failed to do so when the cue was provided by eye posi-
tion. Furthermore, although these late-treated patients naturally
focused on faces in an image, they tended to fixate less on the
person’s eyes or on the object the person was looking at. This
population provides unique testing conditions for our theoretical
approach because the visual information required for head-based
gaze extraction is available prior to the medical intervention,
while for eye-based gaze extraction, the relevant information
becomes available only following the treatment.

We compare these results to those obtained by the computa-
tional model [of Ullman et al. (17)] under extremely reduced
vision conditions (mimicking the blur experienced by the
patients prior to surgery) using low-resolution images and
better-resolution images (reflecting their condition after sur-
gery). Fig. 1 depicts the basic capacities required in the model
to deduce and follow head and eye gaze direction to the target
object (Fig. 1 A and B, respectively). These capacities include
three components: 1) detecting a mover event, 2) directing
attention to the face/eyes, and 3) perceiving the head orienta-
tion/eye position in their orbits at the time of the mover event.
A table indicating the above capacities for head, or eye gaze fol-
lowing and their availability in the late-treated patients is indi-
cated in Fig. 1 C and D, respectively.

Results

1. Behavioral Experiments.
1.1 Visual acuity.We studied 19 Ethiopian children (age 12.7 ±
3.4 y; SI Appendix, Table 1) (30) who suffered from early-onset
bilateral cataracts and were diagnosed and operated by our
group many years later (at age 11.3 ± 3.3 y; Fig. 2A, yellow
symbols). They participated in at least one of the behavioral
experiments described below (sections 1.2 and 1.3). The con-
trast sensitivity function (CSF) was assessed on the same day as
the behavioral experiments and in 17/19 cases, also before sur-
gery (Fig. 2B and SI Appendix, Fig. 1). Typically, following sur-
gery, the children showed dramatic improvement in their visual
acuity (Fig. 2C; average preoperative cutoff frequency: 1.1 cpd;
average postoperative cutoff frequency: 6.1 cpd; see also refs.
31 and 32), although this was still very poor with respect to
normal visual acuity (33). The study also included 11 Israeli
children (age 10.1 ± 3.3 y) with congenital cataracts that were
surgically treated within a few months after birth (Fig. 2A, blue
symbols). These children typically have only a slight loss of
visual acuity (34, 35). A group of 88 children (age 8.8 ± 2.3 y)
with typically developed vision served as controls.
1.2 Gaze-cueing experiment. We used the gaze-cueing paradigm
in two experiments (Fig. 3A) and measured the effect of a gaze
cue generated by a change in the eye position or head orienta-
tion. In both experiments, at the beginning of the trial, the par-
ticipants were required to touch the nose of the seen face,
thereby ensuring that they orient their attention to the face and
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fixate near the actor’s eyes (∼2°) without obstructing the eyes
themselves. Touching the nose led to a presentation of the gaze
cue (eyes or head shifting to the left or right, perceived as
apparent motion). Then, 300 ms later, a balloon appeared either
in agreement with the gaze direction (“compatible”) or on the
opposite side (“incompatible”). Participants were instructed to
touch the balloon as quickly as possible, and reaction time was
monitored. Only patients that recognized our stimuli as faces,
could locate the eyes in the face, and distinguished between
static eyes and moving eyes in preliminary inclusions tests (Meth-
ods and SI Appendix, Fig. 2) participated in the gaze-cueing
experiments (all early treated and 15 late treated). Control par-
ticipants performed the experiments using highly blurred images
(see Fig. 3B) to control for the poorer visual acuity of the late-
treated patients (cutoff frequency of 1.6 cpd, worse than the
blur experienced by any patient after surgery, Fig. 2C).
Fig. 3C shows the cue compatibility effect—the difference in

response time (RT) between incompatible and compatible
trials—for the different groups in the two experiments. To
assess this quantitatively, we performed a repeated measures
3 × 2 ANOVA, with group (controls, early treated, and late
treated) and experiment (eye and head direction) as the main
factors. There was a significant difference between the groups
(F[2,137] = 3.6; P = 0.031) and a highly significant interac-
tion term (F[2,137] = 13.1; P < 0.0001; full ANOVA results
are in SI Appendix, Table 2), confirming that the groups
behaved differently in the two cueing conditions. The only sig-
nificant differences between groups in either head- or eye-
cueing effects were for the eye-cueing effect: controls versus late
treated (t[59] = 7.6; P < 0.0001) and early versus late treated

(t[24] = 5.2; P < 0.0001; Fig. 3C). When tested separately in
each group, a head gaze compatibility effect was evident in all
groups (late treated: M [mean] = 60 ± 53 ms, t[13] = 4.2, and
P = 0.001; early treated: M = 30 ± 4 ms, t[10] = 2.3, and P =
0.048; controls: M = 42 ± 34 ms, t[45] = 8.3, and P <
0.0001). In contrast, an eye gaze cue compatibility effect was
evident only in controls (M = 52 ± 20 ms, t[45] = 17.6, and
P < 0.0001) and in the early-treated (M = 40 ± 17 ms, t[10] =
7.8, and P < 0.0001), but not in the late-treated (M = 1.5 ± 29
ms, t[14] = 0.2, and P = 0.84), group. Individual data in each
group of patients and the dependence of the cueing effect on var-
ious factors (visual acuity, time since surgery, etc.) are shown in
SI Appendix, Fig. 3. In addition to the treated patients, we also
tested three preoperative patients. These preoperative patients
showed a dramatic gaze effect for head orientation (M = 92 ±
58 ms) but no effect for an eye-directed gaze (M = 5 ± 46 ms).
While these results are obviously insufficient for making definite
conclusions, they suggest that head gaze–following behavior is
acquired by the late-treated patients prior to surgery despite the
extreme image blur that they experienced.

An alternative interpretation might suggest that the head
gaze-following behavior is acquired, at least in part, after the
operation. We find this suggestion unlikely for the following rea-
sons. First, as described in detail below, our simulations and
model (section 2.1) show that the preoperative, low-resolution
conditions provide sufficient visual information for learning
head gaze following. In particular, we show that the learning
process used for extracting head and eye gaze direction in normal
conditions (17) can learn to extract head direction even under
the extreme blur conditions mimicking those experienced by the
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Fig. 1. Gaze following development: modeling and findings. (A and B) A diagram describing the model’s necessary requirements for developing head (A)
and eye (B) gaze following by observing the actions of another person. In the congenital cataract patients, prior to surgery, the conditions described in A are
available, but those in B are not. After the operation, the conditions depicted in both A and B are available, but despite this, eye gaze following is not estab-
lished. (C and D) Our findings show the capacities for each task during the preoperative and postoperative stage for head (C) and eye (D) gaze following. The
behavioral and model results indicate that the self-teaching mechanism for gaze following is unavailable beyond early development. V denotes an intact
capacity, X denotes a deficit, and — denotes an untested capacity; preop, preoperative; postop, postoperative.
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late-treated patients prior to surgery. Second, the alternative
explanation requires an additional assumption, namely that the
restored vision is effective for head, but not eye, following. In
contrast, both the empirical results and computational simula-
tions show that the available visual information under restored
conditions is sufficient for extracting both head and eye orienta-
tion. Third, our preoperative data, although limited, are consis-
tent with our proposed interpretation.
The results also show the value of early compared to late sur-

gical intervention. Unlike the late-treated participants, our
early-treated participants showed a clear eye gaze cueing effect
similar to that found in controls. Thus, gaze-following mecha-
nisms based on eye position information develop normally
despite a brief deprivation period in early development (typi-
cally 4 to 6 mo).
1.3 Explicit gaze understanding. We also tested 10 of the late-
treated participants (which previously did the eye gaze–cueing
experiment) on explicit gaze understanding by reporting the
gazed-upon object. As described previously, the experiment
started with presentation of a face changing its head or eye gaze
direction to one of two balloons appearing on both sides.

Participants were asked to touch the balloon that the actor was
gazing at. All 10 participants succeeded significantly above
chance level (P < 0.05) in the head gaze condition, but only 3
succeeded in the eye gaze condition (SI Appendix, Supplementary
Text 2), while the rest were at chance level. Controls did the test
flawlessly despite the blur imposed. The results indicate that
again, as a group, the late-treated participants fail to generate an
association between gaze and the object of gaze.
1.4 Eye movement patterns under free-viewing conditions. We
found that late-treated patients failed to automatically use an eye
gaze cue to respond faster to a target presented at the cued loca-
tion. On the other hand, they were able to use a head orientation
cue to generate a speedier response to the head-directed target. Is
similar behavior observed in the eye movement patterns of our late-
treated participants under free-viewing conditions?

In the first test, “gazed object” (Fig. 4A), participants viewed
(on the screen) a person shifting his eye or head orientation to
the left or to the right toward one of two identical objects. The
hypothesis was that if this cue was effective, the actor’s gaze
direction would lead to longer fixations on the cued object
than on the noncued object, captured by a positive-cued object

A B C

Fig. 2. Visual development and spatial acuity of the participants. (A) A scatter plot depicting the individual participants’ visual development. The abscissa
denotes the duration of visual deprivation in years (i.e., in the cataract-treated groups, the age at surgery; in controls, 0). The ordinate denotes the years of
visual experience (i.e., in the cataract-treated groups, time since surgery; in controls, the age of the participant at testing). (B) The CSF of one late-treated
participant tested both before (red circles) and after (yellow circles) surgery. The results illustrate characteristic improvement of spatial vision following
surgery. The cutoff frequency is defined as the crossing point of the inverse parabola fitted to the data with the abscissa. (C) Scatter plot showing the post-
operative cutoff frequency of the patients at the date of gaze-cueing testing as a function of their preoperative visual acuity. Yellow and red circles indicate
late-treated patients who performed the gaze-cueing test after surgery and before surgery, respectively. Late-treated patients (n = 6) that did not pass the
inclusion criteria for the gaze-cueing task are depicted by ×. Four late-treated patients (denoted by a superimposed + sign) did not do the CSF test before
surgery, and thus their preoperative visual acuity denoted here is their first CSF test result after surgery (<1 mo after surgery). The visual acuity of the early-
treated patients (n = 11) was not assessed prior to surgery. Their postoperative cutoff frequency at the time of gaze-cueing testing was always better than
the maximum spatial frequency. Their acuity is therefore depicted by the light blue region (above 13.6 cpd). The cutoff frequency for legal blindness (3 cpd
according to NIH guidelines) is highlighted by a gray background square. Note that most late-treated patients were legally blind before surgery, but their
visual acuity improved substantially after surgery, such that they were no longer considered legally blind.
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Fig. 3. Gaze-cueing experiment stimuli, design, and group results. (A) Experimental design of the main gaze-cueing experiments, testing compatibility effect
to eye (Left) and head (Right) gaze cues. (B) Example of blurred stimuli seen by controls. (C) Group results for the eye (Left) and the head (Right) direction
experiments, depicting the group average cue-compatibility effect (RT of incompatible minus compatible trials) in the control (white), the early-treated (blue),
and the late-treated (yellow) groups. Error bars denote SEM. The numbers of participants from each group in the two experiments (N) are indicated at the
top. Horizontal bars indicate direct comparisons between group effects. Two asterisks (**) denote statistically significant differences; P < 0.001.
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preference index. Indeed, this was the case in controls: both head
orientation (t[30] = 8.05; P < 0.001) and viewed eye position
(t[30] = 6.63; P < 0.001) were effective cues with no significant
difference between the two conditions (t[30] = 1.34; P = 0.190;
Fig. 4A, white bars). In the late-treated participants, head orienta-
tion was marginal (likely due to lack of statistical power: t[8] =
2.17, P = 0.060), while eye position was totally ineffective (t[8]
= �0.26; P = 0.801) in drawing one’s gaze toward the cued
object. Indeed, unlike controls, there was a significant difference
between the two conditions (t[8] = 2.41; P = 0.042; Fig. 4A,
yellow bars). This lends further support to our conclusion that
the late-treated patients do not utilize eye gaze information to
direct their own gaze to other actors’ objects of gaze.
Next, to test whether the late-treated participants preferen-

tially attend to the eyes of another person, a prerequisite for
acquiring eye gaze following, we presented participants with
images of faces. Prior to the experiment, interest areas were
defined for the “eyes” and for the “nose-and-mouth” regions
(Fig. 4B). There were significant differences between the groups
(F[1,18] = 8.054; P = 0.011) and areas (F[1,18] = 15.873; P
< 0.001) as well as, critically, a significant interaction term
(F[1,18] = 5.783; P = 0.027). While control participants fix-
ated longer on the eyes in comparison to the nose-and-mouth
region (t[10] = 4.2; P = 0.0017; Fig. 4B), the late-treated
patients did not (t[8] = 1.2; P = 0.23).
The two-image scanning behaviors expressed by the late-

treated patients may stem, at least to some degree, from a com-
mon source: the actor’s eyes attract less attention than typical

vision-developing controls. Attention to the actor’s eyes is prob-
ably necessary to effectively capture the seen eye position when
the hand establishes contact with the object (i.e., the mover
event). These two elements (eye and target object position)
must be associated to generate a reliable representation of eye
gaze directions. Without them, the model will fail to learn eye-
based gaze following, and, obviously, there will be no clear eye
position cueing effect (Fig. 1).

Last, we had our participants view natural images depicting
an object-related action in which the eye and head direction
were in accordance with the hand manipulating the object.
These “people in action” pictures (Fig. 4C) had three interest
areas: 1) the face, 2) the gazed-upon object, and 3) a nongazed
object in the image (different object of similar size). Both late-
treated (t[8] = 5.9; P = 0.0004) and control (t[10] = 5.1; P =
0.0002) groups fixated longer on the gazed object than on the
nongazed object. Thus, when seeing images showing typical
object manipulation scenes, in which people orient both their
head and eye gaze directly at the objects, patients show clear
preference for the target object over other regions of the image.
This is consistent with our behavioral experiment, showing that
the late-treated patients show spontaneous gaze following in
response to head orientation cues.

Could the above results be due to the nystagmus experienced
by all our late-treated participants? A recent paper (36) showed
that late-treated cataract patients are able to execute accurate
visually-guided eye movements to targets despite having
severe nystagmus. This was also apparent in our case; patients

A

B

C

Fig. 4. Eye movement patterns during free viewing. (A) Fixation maps of controls (left column; n = 31) and late-treated participants (middle column; n = 9) during
observation of an actor gazing at a target object (depicted, for illustration only, by a red arrow) indicated by head orientation (upper row) or eye position (lower row).
Predefined interest areas are depicted by red ellipses (right column). The numbers on each image denote the maximum time spent fixating on a specific position in
the image (group average smoothed with a Gaussian kernel of 1°). (Right) Bar plots depicting the mean cued-object preference index ([cue congruent – incongru-
ent]/[congruent + incongruent] fixation dwell times) for the control (white) and the late-treated (yellow) groups. Positive values indicate a fixation preference for the
cued object. (B and C) Fixation maps of controls (first column; n = 11) and late-treated participants (second column; n = 9) when observing an image of an exemplary
face (B) and people in action (C), respectively. (Right) Bar plots depict the cumulative duration of fixations (dwell time) in each interest area (IA) for the two groups. An
asterisk (*) denotes P < 0.05; **, P < 0.005. In all tests, controls viewed a blurred version of the images (smoothed with a Gaussian kernel). Error bars depict SEM.
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typically fixated on the face before making a second eye move-
ment landing in the vicinity of the target object. However, as
expected, nystagmus indeed resulted in broader scanning pat-
terns in the patients than in controls (e.g., broader “heat maps”;
Fig. 4 A and C). Thus, due to the uncontrolled jitter in eye
position, the absolute dwell time in each interest area was typi-
cally shorter in the patients than in controls. Note, however,
that our conclusions from the eye movement analysis are cen-
tered on the comparison between the dwell times in the various
interest areas within the patient population. These comparative
measures are clearly unaffected by the nystagmus.

2. Computational Experiments. To gain a wider interpretation
of the behavioral findings, we studied the computational
requirements for learning to extract gaze direction as a develop-
mental (unsupervised) process. In particular, we were interested
in studying the implications of image degradation at various
blur levels and a partial recovery of visual acuity (similar to that
experienced by our patients) on the possibility of learning gaze
direction based on head or eye orientation cues.
2.1 Unsupervised learning of gaze following under blur conditions.
We used a computational model for unsupervised learning of
gaze direction, which follows the order of developmental steps
in which human infants acquire the ability to follow the gaze
of others (17). Specifically, we studied the consequences of
highly degraded visual input to the model’s performance. To
that end, we assessed the detection level of mover events when
the input was limited to low spatial frequencies, similar to the
extreme visual acuity limitations imposed by cataract prior to
surgery (and to a lesser degree also after surgery). The model’s
visual inputs were video sequences showing people moving
objects on a table. The videos were blurred to various levels
(Fig. 5A, Methods, and SI Appendix, Supplementary Text 1).
The model’s ability to detect a mover event, assessing detec-
tion precision (i.e., the fraction of true hand–object contacts
out of all the detected mover events) was above 60% (SI
Appendix, Fig. 5), even at the highest blur level regimen (corre-
sponding to a cutoff frequency of 0.4 cpd). Crucially, this pre-
cision, although far from perfect, proved to be a sufficiently
reliable teaching signal for learning the gaze direction of
others; the model’s performance was similar to human level
(37) even at the highest blur condition (Fig. 5B and Methods).
We conclude that mover event detection is a reliable teaching
signal for gaze following even at poor visual acuity conditions
similar or worse than that experienced by the late-treated
patients prior to surgery.

2.2 Spontaneously developed face representations in restored
acuity conditions can discriminate eye positions. The computa-
tional simulations above show that gaze direction can be
acquired spontaneously even under extreme blur conditions, in
which the head orientation contributes the most, and the con-
tribution of the eyes’ orientation is likely to be minor at best
due to the low resolution. In the next computational test, we
wanted to ascertain that under the postoperative conditions,
there is sufficient resolution to discriminate eye orientations.
We assume that following surgery, patients are unlikely to get
specific training for eye position but gain experience with more
general face-related tasks, such as face identification. Therefore,
we used activation levels of intermediate layers in a convolu-
tional neural network trained for face identification. These acti-
vation levels serve as face representations used in the network
to identify faces and encode information on facial features,
including the eyes. Our simulations tested if these face repre-
sentations have sufficient information to discriminate between
eye positions under different blur conditions. Note that the
network was not explicitly trained to perform this discrimina-
tion but rather to identify faces, and, therefore, we regard the
network’s internal representations as analogous to the spontane-
ously developed representations in the patients. As a baseline,
we first performed this evaluation procedure (learning face rep-
resentations and using them to discriminate head and eye ori-
entations) using a neural network which was trained using
images at normal resolution (e.g., a resolution corresponding to
a cutoff frequency of 17.6 cpd; Fig. 6C). Its performance level
is depicted in Fig. 6 D and E (gray bars).

In simulating preoperative acuity conditions, we applied a
different training regime, under high-blur conditions (using a
Gaussian filter with a cutoff frequency of 0.8 cpd; Fig. 6A),
similar to the patients’ preoperative acuity. Under this training
regime, the network was able to reliably discriminate between
left and right head orientations (Fig. 6D, black bar at 0.8 cpd;
M = 88%; SEM = 3%) but was unable to discriminate
between left and right eye positions (Fig. 6E, black bar at 0.8
cpd; M = 51%; SEM = 1%). Moreover, the network’s internal
representation was unable to recover eye position even when
exposed (with no further training) to images at higher resolu-
tion (Fig. 6E, black bar at 3.3 cpd; M = 54%; SEM = 1%).
However, when we applied additional training to the network
(on the task of face identification) with input at higher resolu-
tion (using a Gaussian filter with cutoff frequency of 3.3 cpd),
similar to the patients’ postoperative acuity (Fig. 6B), the net-
work yielded improved discrimination ability between the eye

A B

Fig. 5. Development of gaze following in various blur conditions. (A) Examples of blurred images at various cutoff frequencies (1.7, 0.8, and 0.4 cpd). A
mover event (green box) is clearly detectable even at the largest blur (0.4 cpd) in the dynamic sequence, although the hand is difficult to recognize by its
own appearance. The gaze direction (yellow arrow) can be interpretable using the head orientation but not the eyes’ gaze. (B) Prediction of gaze direction.
The angular error in degrees (deg) between the true and predicted gaze directions of a neural network (Resnet50). Error bars denote SEM. The neural net-
work was trained to predict gaze-direction angle from face images under increasing input blur levels. Mover event locations were used as gaze target posi-
tions. Gaze directions were in the range of (�90°, +90°) left to right, respectively. Input images were blurred using Gaussian filters with a cutoff frequency of
15.7 (no blur), 1.7, 0.8, and 0.4 cpd (corresponding to kernel spatial SD of 0, 8, 16, and 32 pixels, respectively).
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positions (Fig. 6E, green bars; M = 72%; SEM = 3%). This
result is in line with the behavioral results of our postoperative
patients, confirming that computationally, following surgery, the
patients’ spontaneously-developed face representations are suffi-
cient to reliably discriminate the position of the eyes in their orbit.
Nevertheless, despite this newly acquired ability, the patients did
not use this information to develop eye gaze–following behavior.

Discussion

Our empirical results show that, similar to controls, the early-
treated patients spontaneously followed the gaze of others when
gaze direction was indicated by either head orientation or eye
position cues. In contrast, the late-treated patients showed a
spontaneous cue compatibility effect only when gaze was indi-
cated by the head direction of others. Our paper’s experimental
aim was to study whether one develops automatic eye gaze fol-
lowing if the cue becomes available only in late childhood.
Thus, only patients with a minimal spatial resolution, who
could reliably perceive the eye position cue took part in our
study. Naturally, this population typically had better visual acu-
ity than in other studies of late-treated patients (21, 31, 34,
38). However, despite this, our late-treated patients were

unable to automatically follow the eye gaze of others. More-
over, their eye movement patterns during free viewing of gaze-
cueing movies matched the above distinction; they displayed
normal head- but not eye-based target tracking.

Our computational results show that under extreme image
blur, it is possible to discriminate between head, but not
between eye, orientations. However, postoperative resolution is
sufficient for distinguishing the eye orientation. With respect to
the unsupervised learning of gaze direction, we found that our
self-teaching model can correctly identify mover events under
severe low-pass–filtering conditions, as typically experienced by
the preoperative patients. We further showed that despite this
severe image blur, the model can effectively utilize these mover
events to acquire gaze-following behavior based on head orien-
tation cues but not eye orientation. Our model is therefore con-
sistent with the results of the three preoperated participants and
with the hypothesis that head gaze following was established
already prior to surgery where both head orientation discrimi-
nation and unsupervised learning of gaze direction were pre-
sent, while eye gaze following was not. Empirically, eye gaze
following was not acquired even after surgery despite the fact
that eye orientation discrimination was acquired by the late-
treated patients.

A

D E

B C

Fig. 6. Computational discrimination between faces looking left or right. Model discrimination was based on the activation of intermediate layers of the net-
work (Resenet50). (A–C) Training. Three networks were trained to identify faces using images of either full faces (head condition) or only the eyes region (eye con-
dition) at various blur levels. Blue arrows indicate the input to each network, and red arrows indicate the network’s development (phases of training) in time. (A)
Regimen I: “presurgery” (in black). Training on images at a high-blur level (using a Gaussian filter with cutoff frequency of 0.8 cpd) similar or worse than preoper-
ative conditions. (B) Regimen II: “postsurgery” (in green). Training first on images at a high-blur level (mimicking preoperative vision; cutoff frequency of 0.8 cpd)
and then further training on images at low-blur levels (cutoff at 3.3 cpd) similar or worse than the postoperative visual acuity. (C) Regimen III: “control (normal)”
(in gray). Training on images at the highest resolution with no blur (cutoff at 17.6 cpd). (D and E) Testing. The networks under the three training regimens were
evaluated for left/right discrimination of head orientations (D) or eye directions (E), as seen in B. Bar colors correspond to the three regimens (black, high blur;
green, high then low blur; gray, no blur). Note that head orientation/eye direction were not explicitly learned during training (to identify faces). The input for test-
ing was either highly or moderately blurred (0.8 or 3.3 cpd, respectively). Error bars represent SE over test images. Chance level is 50%.
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Note, however, that even a massively blurred version of the
face and eyes, worse than that experienced by the late-treated
patients, was enough to induce automatic eye gaze following in
the control group. Apparently, poor image resolution in itself is
not a limitation for eye gaze following if one had previous early
visual experience (including finer spatial frequencies) to estab-
lish the association (e.g., direction vector) between viewed eye
position and the target location in the world.
The late-treated participants have apparently become very

proficient using information from head pose (e.g., low spatial
frequencies) to guide their gaze-tracking behavior. One might
posit that head orientation is sufficient for efficient gaze follow-
ing, and the late-treated participants simply lack motivation to
acquire eye gaze following. However, recently, Harari and col-
leagues (37) specifically addressed the accuracy of gaze estima-
tion in natural conditions when only the eye region was visible
versus when the face without the eyes was visible. They found
that the eye region yielded a more accurate estimation of gaze
direction than the face-without-eyes condition. Thus, in line
with common intuition, the eyes provide fine information that
improves our estimate of the gaze direction of others. Indeed,
early in development (at age 3 to 6 mo), infants rely on head
orientation to judge others’ gaze direction and follow it. How-
ever, with further improvement of visual acuity, at above 1 y of
age, they refine their behavior by including the eye position in
its orbit as well as head orientation to assess gaze direction.
Thus, the internal teaching process guiding the eye-based gaze-
direction extraction is still available after head-based gaze direc-
tion has been learned. Indeed, the early-treated patients, who
regained their vision well before 1 y of age, were able to acquire
eye gaze–following behavior.
However, the situation was different in our late-treated

patients. We suggest that the acquisition of useful visual func-
tions following surgery may fail even when pattern identifica-
tion is restored, because the unsupervised learning process is
not available anymore. The deficit may be in the failure to reg-
ister the eyes’ pattern and use this cue to guide gaze following.
Specifically, for effective usage of mover events to establish eye
gaze following, the actor's eye position must be registered (by
refixation on the eyes or covert attention) and associated with
his hand position around the time of initial object movement
to guide the gaze-following learning. In our testing, the late-
treated patients tended to fixate less on the eyes and gaze-target
objects than controls, indicating that they assign less overt
attention (and significance) to these elements in the image.
Interestingly, Senju et al. (39) found that infants of blind

parents show a similar pattern: they look less at an adult’s eyes
than the mouth region, and gaze less at the object to which the
adult is looking. Their deficiencies in eye gaze processing
become more pronounced at 12 mo of age. These observations
are in line with our model’s expectations. Since typically in the
blind, their eye gaze is not aligned with the object of hand
manipulation at the time of contact, the infant is less likely to
establish veridical eye gaze following. Note that eye gaze follow-
ing could possibly be learned later in life: If the internal guiding
mechanism is still operative beyond infancy, babies will have
ample opportunities to learn from interactions with people
other than their blind parents. Further research may clarify this
important point.
Could the eye gaze–cueing deficits reflect a side effect of

some larger change in face processing? After all, holistic face
processing is disrupted by early visual deprivation (40). It also
develops during infancy on a similar trajectory as eye gaze
following. Previous studies repeatedly found that even early-

treated cataract patients suffer from impaired holistic face proc-
essing (40, 41). However, in our study, early-treated patients
showed eye gaze–cueing effects as large as the control group.
Thus, at least mild deficiencies in holistic face processing, as
reported previously (40), do not necessarily translate to a defi-
ciency in eye gaze cueing. Still, it is conceivable that greater defi-
cits in face processing, due to a much longer deprivation period
in the late-treated participants, might result in a lack of eye gaze
cueing among other problems in face processing. Testing this
possibility, we found that, in controls, the eye gaze-cueing effect
is as potent when faces are inverted (thereby disrupting holistic
face processing) as when the faces are upright (SI Appendix,
Supplementary Text 5). Thus, the lack of eye gaze–cueing effects
in the late-treated participants is probably not simply a side effect
of some larger deficit in holistic face processing.

To summarize, a substantial improvement of visual acuity
following late surgery, sufficient for the detection of certain pat-
terns and events that were previously unavailable, does not nec-
essarily lead to the spontaneous acquisition of some high-level
visual capacities and useful visual behavior. Interestingly, a sim-
ilar lack of spontaneous acquisition years after surgical treat-
ment was found in such patients for automatic imitation (42).
Viewing a hand action performed by another person did not
facilitate a faster response-compatible action and slower
response-incompatible response as large as in typically develop-
ing peers. Our present results suggest that a long deprivation
period precludes spontaneous acquisition of gaze following.
This period is likely to be longer than 1 y, the period at which
the early-treated participants had their surgery.

The early-treated group had longer visual experience than
the late-treated group, so we cannot completely rule out the
possibility that eye gaze following may develop spontaneously
in the late-treated group with a sufficiently extended period of
visual experience, but this appears unlikely. Our late-treated
patients often had years of visual experience following surgery
before testing. Moreover, a previous case study of a congenital
cataract patient, surgically treated at age 12 and tested 20 y
later (43), showed that she did not use eye position cues
for gaze direction estimation and relied solely on head orienta-
tion. In contrast, infants with normal vision typically fully
develop these capacities spontaneously within the first 2 y of
age (26, 44, 45).

It is difficult to distinguish between two alternatives: 1) that
the internal guiding mechanism is only available at an early
stage in development, or 2) that the internal guiding mecha-
nism still exists, but due to reduced motivation or other factors,
it is no longer automatically utilized to guide eye-based gaze
extraction. Indeed, head and eye direction are typically in tight
alignment. Thus, head direction may be sufficient in most cases
to indicate others’ gaze direction.

Note, however, that in developing high-accuracy gaze follow-
ing, a limitation of the period during which the mover-based
guidance operates (e.g., option 1 above) may in fact be useful.
The reason is that the teaching signal, provided by mover
events, is inherently noisy, since some detected mover events
are in fact not true hand–object interactions [e.g., a moving
object hitting another object and causing it to move would be
also registered as a mover event (17)]. Following the initial gaze
learning, more accurate cues become available for learning. For
example, after effective hand recognition has evolved, using
actual hand–object contact will be more accurate than the orig-
inal mover events. In general, when better cues become avail-
able, reducing the noisier and less-accurate cues can make the
learning more effective.
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Under the model assumptions of an early teaching signal with
a critical period for acquisition, early-treated cataract patients
may regain most functions after surgery. For late-treated patients,
the model suggests three main categories of reduced preoperative
vision in terms of their implications for postsurgery recovery: 1)
extreme blur conditions, where mover events are not detectable
(SI Appendix, Supplementary Text 4), and the resolution is suffi-
cient only to discriminate limited head orientations (e.g., frontal
from side view) but is insufficient to discriminate between any
eye orientations (the model predicts that automatic postsurgery
gaze following behavior from both head and eye orientations will
not emerge); 2) high blur conditions, where resolution is suffi-
cient to detect mover events and to discriminate between most
head orientations, but not between eye orientations (automatic
postsurgery gaze-following behavior is predicted to emerge only
for head orientation but not for eye orientation); and 3) medium
blur conditions, where resolution is sufficient to discriminate
between head orientations and also eye orientations, to some
degree, in addition to the detection of mover events (the model
predicts the emergence of preoperative automatic gaze-following
behavior from both head and eye orientation, which may become
gradually refined after surgery). These predictions could be evalu-
ated in more detail in future studies using additional data, includ-
ing preoperative tests of detecting mover events as well as head
and eye orientation.
Another open question is whether an active rehabilitation

program might enable eye-based gaze understanding and gaze
following. Specifically, recreating some of the early learning
cues found useful in the model (e.g., explicit training, by
watching videos of hand–object interactions, and requiring
report of the eyes’ position at the time of initial object contact)
may facilitate learning. We found that such an explicit proce-
dure for learning of eye gaze direction does not immediately
generalize to automatic gaze-following behavior (SI Appendix,
Supplementary Text 3). It remains to be seen if a longer rehabili-
tation program might allow this.
To conclude, the behavior seen in the late-treated cataract

patients following surgery—an improved discrimination of the
eyes’ orientation in their orbits and a failure to understand and
follow eye gaze direction—may arise because the unsupervised
gaze-learning process used in infancy is no longer effective. The
failure to acquire a visual behavior or function despite an
improvement in visual acuity allowing for better pattern detec-
tion may be more general in nature beyond gaze following. It
may be of interest to explore in future studies other possible
limitations of restored vision caused because unsupervised
learning processes guiding early visual learning are no longer
available [e.g., precise object boundaries (46) or visual extrac-
tion of certain spatial relations such as containment (47)].

Methods

Participants. Fifteen Ethiopian children (age 12.6 ± 3.7 y) with early-onset
bilateral cataracts who were surgically treated years later participated in the gaze-
cueing experiment. Our sample size was severely limited because of the rareness
of the condition (untreated isolated congenital bilateral cataracts), and our inclu-
sion criteria: the ability to recognize others’ faces and eyes (as such) and detect a
gaze change. The presence of nystagmus and family history (when available)
suggests that the cataracts were before 6 mo/congenital. The children underwent
cataract removal surgery and insertion of intraocular lens implants in Hawassa
Referral Hospital (age at operation of 11.1 ± 3.6 y). All children were examined
by an optometrist, and, when needed, optical correction in the form of glasses
was given. The children’s guardians gave their written consent for the operation
and for participating in the behavioral testing. The late-treated participants per-
formed the behavioral tests 1 mo to 4 y after operation (average of 1.6 ± 1.4 y).

Three late-treated participants, treated only recently, performed the behavioral
experiments both before and after surgery. Eleven Israeli children (age 10.1 ±
3.3 y) with congenital bilateral cataracts treated soon after birth (0.4 ± 0.2 y)
also participated in the study. A group of 44 Israeli and 2 Ethiopian children
(age 8.8 ± 2.3 y) with typical sight development served as the control group.

Nine late-treated children participated in the gazed-object following eye-
tracking experiment (age 12.3 ± 2.5 y). Five of them also participated in the
gaze-cueing behavioral experiment. Four Ethiopian and 27 Israeli children
served as a control group (age 12.4 ± 2.2 y).

Nine late-treated children participated in the “faces” and “people in action”
eye-tracking experiment (age 12.3 ± 3.3 y). Eight of them also participated in
the cueing behavioral experiment. Seven Ethiopian and four Israeli children
served as a control group (age: 11.2 ± 1.9 y).

The procedures were approved by the ethics committee of the Hebrew Uni-
versity of Jerusalem and Hawassa University.

Equipment. The behavioral experiment and the CSF test were carried out using
a TP500L Asus laptop with a 15.6-in touchscreen. The screen resolution was
1,366 × 768 pixels (or 1,920 × 1,080 in later examinations). Cataract-treated
participants sat at their preferred distance from the screen (20 to 40 cm), main-
taining the same distance in all experiments. Control participants sat at a 40-cm
distance from the screen. Experiments were programmed using SR research
“Experiment Builder” software.

Visual Acuity Measurement. Before and after operation, all cataract-treated
participants underwent a basic acuity test performed by an ophthalmologist to
reveal whether a patient can perceive light (LP), see a hand in motion, or count
fingers at different distances (FC). However, since this test is noisy and qualitative
in nature, it is insufficient for characterizing the residual vision of patients.

Therefore, we relied on our CSF experiment to assess visual acuity, presenting
horizontal or vertical gratings at different spatial frequencies and contrasts (SI
Appendix, Fig. 1). The participant reported the grating orientation. The contrast
threshold at each spatial frequency was assessed from performance and plotted
to generate the CSF (Fig. 2 B and C). An inverse parabola was fitted to the data
and the CSF cutoff frequency (defined as the spatial frequency at which the fitted
parabola had a sensitivity of 1) was calculated. Due to screen resolution limits,
our maximal spatial frequency was 19.2 cpd (or 13.6 cpd for the screen with
poorer resolution) at a viewing distance of 40 cm from the screen.

The correlation between the acuity results of the ophthalmologist test (using
the ranking level LP = 1, … , FC at 3 m = 5) and the CSF measurement was
R = 0.51.

Behavioral Procedures. The behavioral experiments were preceded by prelim-
inary tests designed to exclude patients that did not have the following required
capabilities: 1) face/nonface discrimination, 2) eye region recognition (pointing
to the eye in the face; SI Appendix, Fig. 2, face/eye recognition), and 3) eye and
head gaze change detection. Only participants that exceeded 90% correct
responses in these tests were included in the later behavioral tests. All partici-
pants (including the three preoperated patients tested) exceeded 90% correct
responses in the head gaze change detection. In the eye gaze change detection,
some participants struggled, and only participants exceeding 75% (9/12) correct
answers (P = 0.02) continued to the main experiments. The exception to this
rule was the three preoperated participants whose scores were between 55%
and 67% correct before surgery (and between 83% and 100% after surgery) but
still performed both main experiments (head and eye gaze cueing) before sur-
gery. Note that due to their poor ability to detect a change in eye gaze, their lack
of compatibility effect in the eye gaze direction experiment is trivial. Ten control
participants (age mean of 10.0 ± 1.3) who were tested in a blurred version of
these tests reached 100% correct responses in all conditions. Due to extremely
limited time resources, in every outreach visit, we typically began by testing the
children with better acuity, who were more likely to pass the inclusion criteria.
This selection process clearly skewed our patients’ distribution of postoperative
acuity in this research toward higher acuity. Six of the late-treated patients tested
did not meet the inclusion requirement (detecting eye gaze change in at least
75%). Their postoperative acuity was on average 1.9 cpd (range of 0.9 to 2.7),
substantially lower than the ones who passed the inclusion criterion (M = 5.2;
range of 2.1 to 13.7). Typically, children who passed the inclusion criteria (when
tested postoperatively) also had better preoperative visual acuity (Fig. 2C) than
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in other late cataract-reversal patient studies, designed to reveal the effect of
early patterned visual experience on subsequent visual development.

Two experiments were conducted to study the effects of gaze cueing on RT.
Each trial started with a frontal face of an actor directly facing the camera (Fig.
3A). In the head direction experiment, the face was shown wearing sunglasses,
such that the eyes could not be seen. In the eye direction experiment, the eyes
moved without a change in head position. A touch on the nose of the face initi-
ated the gaze cue after a random interval of 16 to 500 ms. In the head direction
experiment, using two frames (33.3 ms), the head direction reached its endpoint
facing right or left. Then, 300 ms after the change onset, a balloon appeared in
either the right or the left side of the screen, and participants were instructed to
touch the balloon as fast as possible. Their touch triggered a sound and the initi-
ation of the next trial. The gaze cue was not predictive of the target position. The
experiments consisted of blocks, 32 trials in each block, and only participants
who were able to complete at least two blocks of each experiment were
included. RTs from correct trials only were used for further analysis. Trials in
which the RT was less than 200 ms or greater than the mean RT ± 3 SD were
excluded. The average numbers of trials upon which the effect was computed
were 78, 81, 67, and 63 for the eye gaze experiment and 79, 86, 86, and 66 for
the head gaze experiment in the controls, early-treated, preoperative, and late-
treated groups, respectively.

The pixel resolution of the image stimuli for patients was 1,366 × 768,
where faces span 330 pixels wide. At a distance of ~40 cm from the screen, the
faces subtend 8.5 visual degrees, which is equivalent to viewing real faces
(about 15 cm wide) from a distance of ∼1 m.

Participants from the control group viewed a blurred version of the image
stimuli. The blurred images were created by convolving the original image with
a Gaussian filter kernel. In our experiments, we used a Gaussian filter with a cut-
off frequency of 1.6 cpd corresponding to spatial SD of 8 pixels (SI Appendix,
Supplementary Text 1).

Eye-Tracking Procedures. Eye-tracking data acquisition was done with the SR
research portable Eye-Link Duo system with a 17-in presentation laptop viewed
at a distance of 55 cm using a chin rest. Measurements were taken from the
dominant eye at 500 Hz. Calibration in the cataract-treated group was done
manually due to their nystagmus (see details below).

Calibrating the eye-tracking system per individual requires that fixation is sta-
ble enough on selected points on the screen (typically nine points). Due to the
late-treated participants’ nystagmus, eye-tracking calibration was not trivial. Our
minimal calibration requirement was having successful fixation (for 300 ms) in
three points on the screen forming a triangle in the two upper corners and the
mid-lower corner of the screen. This was achieved in 12 late-treated participants,
who went on to freely view the images shown in the eye-tracking experiment (9
in the gaze-cueing setting, Results and Fig. 4 A and B; 9 in the faces and people
in action setting, Fig. 4 B and C; and 6 patients did both tests). Forty-two control
participants (31 in the gaze-cueing setting; 11 in the faces and people in action
setting) viewed a blurred version of the experiment corresponding to a cutoff fre-
quency of 2.5 cpd, the worst blur level experienced by a member of the sub-
group of late-treated patients that qualified for the test. Participants were
instructed to remember the images for a future memory test.

In the gaze-cueing setting, participants were shown 42 similarly configured
images, including an agent directing his gaze at one of two identical objects
placed in front of him (Fig. 4A). As in the behavioral experiment, gaze direction
was indicated exclusively by eye direction (eye cue condition) or head direction
(head cue condition) in which the agent was wearing dark sunglasses. Each trial
was initiated by fixation at a point located below the agent’s face, followed by a
series of three image frames that generate a vivid perception of (apparent) rota-
tion of the eyes or the head of the agent toward one of the objects (i.e., the con-
gruent object). The rotation was initiated by a fixation on the agent’s face or 2 s
from the appearance of the first frame, whichever came first. The last image
frame, depicting the fully rotated head or eyes and the objects, was “frozen” for
5 s. Three areas of interest (AOIs) were defined in advance per image, including
the displayed objects (equal-sized ellipses) and agent’s face.

We excluded trials in which the subject did not look at any of the objects or
failed to look at the agent’s face prior to the objects. The logic here was that
effective gaze cueing based on head or eye orientation can only be achieved if
one is focusing on the face region first. Participants who had less than 20 valid

trials were excluded from the final analysis (three late-treated patients and four
controls).
Data analysis. For each participant per trial, we summed the total fixation time
spent looking at the predefined AOIs. This resulted in the values of fixation dwell
time spent on the gaze-congruent (“target”) and incongruent (“competitor”)
object per trial. Next, we obtained a normalized dwell time value for each trial,
defined as the difference between the congruent and incongruent dwell time
values, divided by their sum. Finally, for each subject, the averaged normalized
dwell time across all trials was calculated.

In the “faces” and “people in action” eye-tracking setting, two different cate-
gories of images were shown. The first, faces, showed a frontal view of a person’s
face (12 images, Faces of Open Source/Peter Adams). The other category, people
in action images, showed a person gazing at an object of action (i.e., tool; 12
images from open-source https://www.freeimages.com/). Altogether, there were
24 randomly ordered images, each presented for 3 s. A central fixation point
was shown between each stimulus presentation. Before running the experiment,
interest areas were defined for the people in action images (including the face
of the person, the object of gaze, and another object of a similar size) and for
the faces images (the eyes, nose, and mouth of the face) for further post hoc
analysis (Fig. 4C, interest areas).

Modeling.
Unsupervised learning of gaze direction in blur conditions. Learning para-
digm. Computationally, learning to follow the gaze of others associates between
an image of a face and the gaze direction, defined as the direction in space from
the center of the face (specifically at the eyes) to the target location where the
face is looking at. We used a self-guiding model (17), which follows the develop-
mental learning process in young infants, to automatically assign pairs of a face
image and a corresponding gaze direction. These pairs were then used to train a
neural network (9), which received a face image in its input and yielded the
gaze-direction vector in space.
The model. Initial-contact events (termed mover events) guide the model as an
internal teaching signal to identify and locate likely gaze targets. The model
then associates a nearby face with the presumed gaze direction between the cen-
ter of the eyes’ region in the face and target position. In this study we tested the
model when the visual input was highly degraded and, in particular, at the low
spatial frequency range, as in the case of cataract patients. The learning mecha-
nism in the model requires that the mover teaching signal is reliable and that
there is sufficient information of the face to reliably discriminate gaze directions.

The detection reliability of mover events was evaluated under three blur con-
ditions, in terms of precision, defined as the number of truly detected
hand–object contacts (true positives, i.e., tp) out of all the detected mover events
(tp + fp): precision = tp/(tp + fp). Recall was defined as the number of truly
detected hand–object contacts (tp) out of all hand–object contacts in the data
(tp + fn): recall = tp/(tp + fn) (SI Appendix, Fig. 5). The blur was simulated by
applying a Gaussian filter to each video frame at the input of the model. We
used spatial SD values of 8, 16, and 32 pixels, corresponding to cutoff frequen-
cies of 1.7, 0.8, and 0.4 cpd, respectively. We also used the input at normal reso-
lution with no blur (corresponding to a cutoff frequency of 15.7 cpd) as a control.
The data for these simulations included four video sequences (roughly 15 min
long; 22,545 frames; 360 × 288 pixels). The videos show humans sitting
behind a table and manipulating objects with their hands and include 135 true
mover (hand–object contact) events. The scenes also show autonomously moving
objects on the table (e.g., rolling balls).
Prediction of gaze direction under blur conditions. We tested computa-
tionally if sufficient information can be extracted from the face image to reliably
discriminate gaze directions when the visual input is highly degraded. For this
purpose, we trained and evaluated a convolutional neural network in inferring
the gaze direction from a given face image. The data consisted of face images
extracted from eight video sequences showing eight human actors manipulating
objects with their hands while sitting behind a table (roughly 23 min long;
34,631 frames; 540 × 432 pixels). At normal resolution, a total of 1,549 face
images (at [44 ± 4] × [46 ± 3] mean pixel resolution, corresponding to a cutoff
frequency of 15.7 cpd) were extracted from the video sequences whenever a
mover event was detected (i.e., during initial pick-up or put-down interaction),
with the assumption that the actors look at objects they manipulate. Each face
image was assigned with the gaze direction between the image location of the
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center of the eye region in the face and the location of the target hand–object
contact event. In our simulations, the gaze direction was represented as the
signed angle between the vertical y axis and the vector connecting the face to
the target location.

We used a deep network based on Resnet-50 (10) architecture trained to
identify faces on the VGG-Face2 (48) dataset. We first retrained the network to
identify the eight identities of the actors in our dataset (5 epochs, 20 cropped
augmentations per train image, 25 test images per identity) and then utilized a
transfer learning procedure to train the network to predict a gaze-direction vector
from a given face image input. Simulations consisted of a training phase with
half of our dataset (all face images of 4 face identities, 50 epochs, 20 cropped
augmentations per image) and an evaluation phase on the remaining face
images of the other 4 face identities (demonstrating the full generalization of
the network across face identities).
Discrimination of head and eye orientation from face representations in
restored acuity conditions. Evaluation paradigm. We tested if face repre-
sentations developed with high blur input, similar to preoperative conditions,
are sufficient to automatically discriminate head and eye orientations (without
explicit learning) given input at restored acuity, similar to postoperative condi-
tions. In particular, we used a deep convolutional neural network trained to rec-
ognize face identities in images. The network’s architecture is based on
ResNet (10), which was shown to create rich image feature maps and proved to
be very useful in visual tasks, including object classification and face identifica-
tion. For the evaluation, face representations were extracted from the network’s
internal activation levels and were used to discriminate extreme (left versus
right) head and eye orientations (Fig. 6A).
Learning face representations. In our simulations, the neural network was
trained from scratch (i.e., with initial random weights at all layers) to recognize
face identities in natural images (but not face or eye orientations) using the
VGGFace2 (48) dataset. Training was done in the high-blur regimen, correspond-
ing to a cutoff frequency of 0.8 cpd (5 epochs; 3.31 M images; 9,131 face identi-
ties; average of 363 images per face identity; mean face identification accuracy
of 55%). This high-blur regimen simulates the blur conditions experienced by
cataract patients before and immediately after treatment. Similar to patients with
prolonged visual deprivation, the network was not exposed to high frequencies
in the input.
Discriminating head and eye orientations under high-blur conditions.
Face images were fed to the input of the neural network, and face representa-
tions were extracted from the network as the activation levels of the second inter-
mediate layer (“layer 2”; output vector size is 512). With no further training, we
tested if the extracted face representations encode sufficient information for dis-
criminating between faces looking to the left and to the right. We used two sets
of images (336 images in a set) with both faces looking to the left and to the
right. One set of images showed faces oriented to the left or to the right. The
other set showed frontal faces with eyes shifted left or right in their orbits. Both
sets were extracted from the Columbia Gaze dataset (49). For each image set,
we measured mean classification accuracy of a support vector machine binary
classifier (left/right) applied to the face representation vectors using a leave-one-

out cross-validation technique. All images were blurred at the input of the net-
work at the same conditions used in the training.
Discriminating head and eye orientations under restored acuity con-
ditions. To simulate the patients’ poor visual experience before surgery and
improved acuity, shortly after surgery, we repeated the evaluation process
described in the previous section above. This time, however, we applied the pre-
viously trained neural network (on low-pass–filtered images at 0.8 cpd) with no
further training, to images containing higher spatial frequencies (i.e., images at
finer resolution). These images were filtered with a Gaussian kernel (spatial SD
of 4 pixels), corresponding to a cutoff frequency of 3.3 cpd, similar to the worst
acuity of postsurgery patients.
Further learning of face representations under restored acuity condi-
tions. Lastly, we simulated the patients’ visual experience long after surgery,
when their visual system could adapt to the improved acuity at the input. In this
simulation, the network that was trained with highly blurred input was further
trained with higher frequencies in the input (i.e., with input images at higher
resolution [five epochs; mean face identification accuracy of 84%]). In our experi-
ment, we used a Gaussian filter with an SD of 4 pixels (corresponding to a cutoff
frequency of 3.3 cpd). The new face representations with further adaptation to
the higher frequencies in the input were then used to discriminate head and
eye orientations (as before with no explicit training) in input images at the same
level of acuity (i.e., with a cutoff frequency of 3.3 cpd).
Control condition (no blur). For comparison, we performed the above evalu-
ation procedure (learning face representations and using them to discriminate
head and eye orientations) with a control neural network that was trained from
scratch with input images at normal resolution and with no blur (corresponding
to a cutoff frequency of 17.6 cpd), similar to the visual experience of control sub-
jects with normal vision (five epochs; mean face identification accuracy of 75%).

Data Availability. Data are available in the SI Appendix and Mendeley Data
(DOI: 10.17632/58p59bkjfv.1) (30).
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